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Abstract: We report on the development and validation of a compact laser instrument using
mid-IR direct absorption spectroscopy (DAS) for high-precision measurements of ethanol in
breath-like air mixtures. Leveraging the intermittent continuous wave (i(CW) driving for
conventional narrow-band distributed feedback (DFB) quantum cascade laser (QCL) emitting
around 9.3 pm and using a 25 m path length multiple-pass absorption cell at reduced pressure,
a precision of 9 ppb (amount fraction, nmol mol™") at 60 s integration time is achieved even in
the presence of 5% of H,O and CO,. Thus, the instrument is well suitable for metrological
studies to investigate observed, but yet unquantified, discrepancies between different breath
alcohol reference-generation methods. The approach can be generalized and applied for other
organic molecules in a wide range of applications.

© 2019 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

In many countries, alcohol breath analyzers are approved as evidential measurement devices
to prosecute driving under the influence of alcohol [1]. Handheld analyzers used by the
authorities must undergo type approval, conformity assessment, and annual verification.
Currently, the metrological requirements for analyzer performance are based on the
International Organization of Legal Metrology (OIML) specifications [2]. For calibration,
there are two kinds of measurement standards in use [3]: i) dry ethanol-air mixtures in
pressurized gas cylinders that are certified and made directly traceable to primary
gravimetrically prepared standards [4], and ii) dynamic systems for ethanol-air-water vapor
mixture generation based on Henry’s Law, where air is passed through a water-ethanol
solution at a given temperature [5].

Dry standards are controversial because they lack water vapor, which is a critical
parameter in breath-alcohol measurements. Therefore, dynamic calibration standards,
produced by the saturation method in so-called wet bath simulators, are usually preferred.
Calibration gases produced in this way depend only on the temperature and the alcohol
concentration of the liquid phase. The gas phase concentration is generally calculated using
the Dubowski equation [5]. Critical points in the use of the wet bath simulator are the liquid
temperature stability, the lack of traceability evidence on the outlet gas, and the uncertainty of
the Henry coefficients used for the formulation of the Dubowski equation [6-9]. In fact,
traceability and accuracy are ensured only by assuming a conventional value, fixed in OIML
R 126 Recommendation for these coefficients [2]. Whilst this approach is generally accepted,
it is metrologically highly unsatisfactory.

Recently, alternative methods were proposed based on diffusion and injection for
generating a test gas for breath alcohol measurements to possibly replace the saturation

#353107 https://doi.org/10.1364/0E.27.005314
Journal © 2019 Received 30 Nov 2018; revised 18 Jan 2019; accepted 25 Jan 2019; published 12 Feb 2019


https://doi.org/10.1364/OA_License_v1
https://crossmark.crossref.org/dialog/?doi=10.1364/OE.27.005314&amp;domain=pdf&amp;date_stamp=2019-02-12

Research Article Vol. 27, No. 4 | 18 Feb 2019 | OPTICS EXPRESS 5315

Optics EXPRESS

method using the wet bath simulator [7,10]. Their advantages over the saturation method are
the faster response time and better operation stability. Following the injection principle, a
traceable generator for wet breath-alcohol was built at METAS (Switzerland) [11].
Preliminary results indicate a disagreement between the saturation and dynamic-gravimetric
methods of up to 2% based on measurements using a flame-ionization-detector (FID) as
comparator. From the point of view of road safety or medical care, a 2% disagreement in
reference systems for the measurement of breath alcohol may appear as a minor issue.
However, if we consider legal metrology requirements for evidential breath analyzers, i.e. the
maximum permissible error of 5%, as defined by the OIML Recommendation, a 2% relative
disagreement is highly significant during type approval and initial verification. It is very
laborious and costly for instrument manufacturers to adapt for non-concordant reference
systems in different countries. Furthermore, for individuals, a 2% difference in measurement
results may have crucial impacts in the context of fines or driving license withdrawals with
severe consequences especially for professional drivers. Therefore, it is vital to further
constrain the observed disagreement. Currently, none of the commercially available
measurement systems has the required precision and selectivity for such metrological
investigations. Thus, breath alcohol analysis, the worldwide most frequent forensic test, lacks
convincing means in terms of SI traceability; a situation that one should consider urgent.

To address this issue, we propose laser absorption spectroscopy (LAS) as a long
established, sensitive, selective, and transparent approach [12], which has also been
successfully applied as absolute method in metrology [13]. With the development of mid-IR
semiconductor laser sources, such as quantum cascade lasers (QCL) or interband cascade
lasers (ICL), it became possible to take full advantage of the strongest, fundamental
absorption features of most molecules in compact and field-deployable setups [14]. Further
benefits of LAS are the inherent high temporal resolution (< 1 s), and the possibility of in situ
and real time measurements without the need for sample treatment or preparation procedures.
Compared to non-dispersive infrared (NDIR) technology, which is used in commercial
ethanol analyzers, there are several advantages of using laser sources. The coherent radiation
of a laser source allows for extended optical path lengths up to 10* meters, realized by
employing either multipass cell or optical cavity, which increases the absorption signal and
thus the sensitivity, according to Lambert-Beer’s law. Additionally, the signal-to-noise ratio
(SNR) is improved compared to conventional IR light sources, due to the much brighter IR
radiation of the laser sources. Furthermore, the narrow bandwidth laser emission can be
rapidly scanned through individual ro-vibrational lines at rates of kHz, leading to highly
selective and sensitive measurements of the absorbing species, especially at reduced sample
pressure [15].

While mid-IR LAS has been very successful in many applications targeting small
inorganic compounds, its application becomes more challenging for larger molecules, which
exhibit broader and congested absorption features requiring wide spectral coverage.
Although, this paradigm generally applies, we demonstrate that the narrow spectral coverage
of a distributed feedback (DFB)-QCL may deliver enough spectral information to measure
gas mixtures containing organic molecules. To be applicable, it is however necessary that
there is sufficient fine-structure in the absorption feature of the target compound, and that the
maximum tuning range of the DFB-QCL is fully exploited, e.g. by intermittent continuous
wave (ICW) operation to extend its spectral coverage, as recently proposed by Fischer et al
[16]. A similar approach was used earlier by Kosterev et al [17], but only for pure ethanol and
reaching a detection limit of 125 ppb, which is more than one order of magnitude higher than
required for our target application.

The objective of this work was to develop and validate a metrological breath-alcohol laser
spectrometer based on the direct absorption technique for metrological applications. We show
that ethanol represents an excellent target compound to be examined by iCW-driven QCL
absorption spectroscopy (ICW-QCLAS). The high analytical precision of the instrument
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allows investigating small differences between the saturation method according to Dubowski
and a Sl-traceable method. Furthermore, a compact instrumentation could be used as transfer-
standard in international inter-comparisons and represents an important alternative to existing
approaches, involving “black-box” commercial analyzers or gas-mixtures in bottles.
Moreover, the use of our approach for ethanol analysis can be generalized and applied for
other organic molecules in a wide range of applications.

2. Experimental
2.1 Spectral range selection

Like all alcohols, ethanol (C,HsOH) has characteristic infrared bands due to O—H and C-O
stretching. The very broad O-H stretching band is centered at 3400 cm™', while the C-O
stretching produces a strong band in the 1065 cm™' region. These two options are also
intensively exploited in commercial breath analyzers based on NDIR [18]. Using the latter
region significantly improves selectivity and specificity for ethanol in a breath-like gas matrix
containing 5% CO, and saturated water vapor at 34 °C. Furthermore, using reduced gas
pressure for the measurements allows the instrument to be operated at room temperature
without the risk of condensation. A pressure of 100 hPa was found to be a good compromise
between the intensity of the absorption signal and the broadening of the spectral features. For
best performance in terms of selectivity, it is, however, important to account for the other
species present in the gas mixture and investigate potential spectral interferences. Figure 1(a)
shows the simulated transmission spectrum of 25 ppm (amount fraction, pmol mol™") ethanol,
corresponding to the lowest concentration used in standard mixtures, in the 600-4500 cm™
region in a breath like gas matrix at room temperature, reduced pressure of 100 hPa, and for
an absorption path length of 25 m. The ethanol data were taken from the Pacific Northwest
National Laboratory (PNNL) IR database (http://nwir.pnl.gov) [19] and adjusted according to
our experimental conditions. Thereby, we also converted the decadic units of absorbance
normalized at 296 K into transmittance, using the following equation:

—A(v,Ty) C L ?

Latm ( 1)

T (v, T, ) =10

where T'(v,T,) is the transmittance at wavenumber v (cm™) and room temperature

(296 K), A (v, T, ) is the absorbance from the PNNL database (ppm™"' m™), while C (ppm),
296

L (m), and P (atm) are the ethanol mixing ratio, absorption path length, and the cell pressure,
respectively.

Strictly speaking, Eq. (1) is only correct for single ro-vibrational absorption lines. In the
case of ethanol, however, we do not have any information about individual ro-vibrational
lines and we treat the whole spectrum by only one pressure independent absorbance

A(v, T,y ). Nevertheless, as a first approximation this approach is suited to gain information

on the expected absorption strengths and to find the optimal spectral range for the
spectroscopic measurements. The spectra of CO, and H,O were simulated by using the
parameters from the HITRAN spectral database [20] to generate the high resolution
absorption line profiles.
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Fig. 1. Simulated mid-IR transmission spectra of 25 ppm ethanol, 5.4% water, and 5.0% CO,
at gas pressure of 100 hPa, room temperature, and absorption path length of 25 m. The inset
shows the spectral window selected for precise measurement of ethanol. The H,O and CO,
absorption lines are simulated based on HITRAN database, while ethanol data were taken from
the PNNL database and rescaled according to Eq. (1).

In order to identify the most suitable spectral window, an automatized procedure has been
implemented. Thereby, total transmission spectra of the three main compounds were
simulated in a spectral window of 1.5 cm™, and then white-noise with a peak-to-peak
amplitude of 10~ was added, followed by deconvolution of the noisy spectra into its main
components. This procedure was repeated 100 times for every 1.5 cm™ window scanned
within the range of 800-2300 cm™' with a step of 0.1 cm™'. The standard deviation or
uncertainty of the decomposition coefficients was used to judge the precision of the
determined concentrations of the compounds at the various regions. As a result, we found the
most promising range with the lowest uncertainty for the ethanol concentration determination,
which is shown by the inset in Fig. 1. It contains strong lines for both CO, and H,O, while the
absorption feature of ethanol spans over the full spectral window. The latter hinders detecting
the laser emission intensity /, within the tuning range of a DFB-QCL. Therefore, 7, must be
measured before sampling ethanol, which primarily requires a stable laser emission in terms
of power and frequency within the time period between measurements of /. Oher parameters
that potentially can influence the spectral stability were found not to be limiting at this time
scale (see Sect. 3.1).

2.2 Instrumental design

The QC laser spectrometer developed for high precision ethanol measurements is shown in
Fig. 2. The optical module is mounted on a 0.3 x 0.6 m” breadboard, below which the
electronics unit is located. The mid-IR light source is a continuous-wave DFB-QCL (Alpes
Lasers SA, Switzerland) emitting around 9.3 um. The laser beam is shaped by an AR coated
ZnSe lens with a focal length of 12.7 mm mounted on an XYZ translator, and it is coupled
into an astigmatic multi-pass cell (MPC) (AMAC-36, Aerodyne Research Inc., USA) with a
selected optical path length of 25 m. The beam exiting the cell is focused on a photovoltaic
thermoelectrically cooled MCT detector (PVMI-4TE-10.6, Vigo Systems SA, Poland). The
optical path and the beam shaping optical elements were optimized using raytracing
simulations (FRED, Photon Engineering, USA). A solid Ge etalon with a free spectral range
of 0.049 cm™" attached to a motorized mount (not shown in the figure) can be flipped into the
laser beam path for laser tuning rate determination. The optical module is covered by a
thermo-stabilized enclosure that is actively controlled by a Peltier element to improve the
stability of the system. Optionally, purging the optics with dry nitrogen to avoid ambient
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water absorption is also possible. An external water chiller (ThermoCube 300, Solid State
Cooling Systems, USA) is used to maintain both the laser and the optics module heatsinks at
a stable temperature of 19.00 £ 0.05 °C. The sample gas temperature and pressure are
monitored by a high-precision NTC-thermistor (10 kQ, BetaTHERM Sensors, Ireland) and an
absolute capacitance manometer (722B, MKS Instruments, Inc., USA), respectively.

The electronics compartment includes a power supply unit, an embedded computer, a
temperature controller for the optical module temperature stabilization, the laser driver
electronics, and an FPGA-based system-on-chip hardware-control and data acquisition
module with a sampling rate of 125 MS/s and 14 bit resolution [21]. The custom-built laser
driver is based on the concept of intermittent continuous wave (iCW) scanning. As
demonstrated recently, this driver eliminates the need for any external electronics (e.g.,
function generator or DAQ) for current modulation, while maintaining a high modulation
capability (up to 20 kHz), and considerably lowers the demands on power supply
performance. This is due to the fact that using the iCW driving it is possible to completely
decouple the driver from the external power supply during laser operation. The laser current
is solely provided by the charge stored in capacitors and also results in heat dissipation of less
than 1 W for driving QC lasers. In addition, the current noise characteristic of this laser driver
was found to be better than 1 nA/Hz"2. Furthermore, the driver is fully configurable in terms
of pulse width, duty-cycle and current amplitude via a GUI. The laser driver current is
triggered every 270 us at 50% duty cycle, resulting in a full spectral scan at a rate of 3.7 kHz.
Under these conditions, the tuning range of the laser covers about 1.7 cm™. Consecutive
individual spectra are averaged on the FPGA and then transferred at 1 Hz to the host-PC for
spectral analysis using a custom-written LabVIEW program. The absorption spectrum is
fitted in real-time by an absorbance model that is the sum of the individual absorbance
templates of the different molecular species. Further details to this approach are given in the
next Section.

DFB-QCL
Multipass cell (25 m)

Detector Electronics unit

Fig. 2. 3D CAD drawing of the QCLAS for the ethanol measurement (without the cover); the
red line represents the path of the IR laser beam. The enclosure beneath the optical bread-board
contains the entire electronics hardware. The dimensions of the instrument with the cover are
33 x30 % 63 cm’.

3. Results and discussion
3.1 High resolution ethanol spectrum

As the instrument operates at reduced sample pressure and has a high spectral resolution, the
PNNL spectral data for ethanol cannot be used for fitting purposes. Therefore, we need to
generate our own reference spectra from experimental data. This procedure consists of four
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steps as depicted in Fig. 3. First, the laser intensity over the tuning range, representing the
zero absorption baseline [, is measured by purging the MPC by either dry nitrogen or
synthetic air. Then, the etalon transmission spectrum is recorded to convert the time-axis into
a linearized wavenumber scale, while a narrow ro-vibrational transition from CO, or H,O is
used to achieve absolute wavelength calibration. Finally, ethanol diluted in synthetic air from
a certified bottle is used to measure the absorption signal. Being a sticky molecule, it takes a
few minutes for the ethanol concentration to reach equilibrium in the cell. Nevertheless, the
laser intensity was found sufficiently stable over several tens of minutes to exclude potential
drifts that may influence the shape of the spectrum. Furthermore, all measurement steps are
performed under the same cell pressure and temperature condition to maintain optimal
reproducibility.

a) Baseline (purged cell, 100 hPa) b) Sample (30 ppm EXOH, 100 hPa)
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Fig. 3. Generation of high-resolution ethanol reference spectra. The required steps and their
corresponding raw signals on the detector are: a) zero absorption baseline, b) transmission
signal of the ethanol, c) etalon fringes for the relative laser tuning determination, and d) a ro-
vibrational transition of water, indicated by (*), for the absolute wavenumber calibration.

This spectral template is then taken by the fitting procedure that uses the non-linear least-
squares Levenberg-Marquardt algorithm (LMA) to minimize the sum of the squared errors
between the data points and the template spectrum. This analytical approach is applicable for
any arbitrary mixture, assuming a linear combination of reference spectra of the individual
absorbing species.

Figure 4 shows the measured transmission spectrum of 100 ppm ethanol in synthetic air
(20.5% O, mixed with 79.5% N,, Messer Schweiz AG, Switzerland) at a pressure of 100 hPa
fitted by the reference spectrum. The top graph shows the residual of the fit to the measured
data after half an hour of starting the measurement. The template used for the fit was
generated one week before the measurement, demonstrating an excellent reproducibility of
the system.



Research Article Vol. 27, No. 4 | 18 Feb 2019 | OPTICS EXPRESS 5320 |

Optics EXPRESS N _—

w

]
[3M)

b}

=)

e

=

& 0
]

o

0

i1

o

0.84 —

0.82 —

Transmission

0.80 —

0.78 | I 1 I I | I | I

1074.2 1074 .4 1074.6 1074.8 1075.0 1075.2 1075.4 1075.8 1075.8
Wavenumber, em’”!

Fig. 4. High-resolution transmission spectrum (black) of 100 ppm ethanol in synthetic air
recorded by a DFB-QCL at 100 hPa pressure at room temperature and for 25 m absorption
path together with the fitted template (red). The residual shows a very good agreement
between measured data and fitting template.

3.2 Performance of the instrument
3.2.1 Precision and stability

To evaluate the long-term performance of the instrument, a constant ethanol concentration of
30 ppm was continuously measured over one hour. The gas sample was prepared by
dynamically diluting an ethanol reference gas (225 ppm ethanol, PanGas AG, Switzerland)
with synthetic air using mass flow controllers (MFCs Red-y smart series, Vogtlin Instruments
GmbH, Switzerland) at a total flow of 800 ml/min. This mixture was continuously flowing
through the multipass cell. Figure 5 shows the time series of the measured concentration after
equilibration and the associated Allan-Werle deviation plot [22]. The root-mean-square error
at 1 s is about 14 ppb and it reaches its minimum of 9 ppb at around 60 s integration time.
This corresponds to an absorption noise level of 1.4 x 107 that is equivalent with an
absorbance noise at unit path length of 5.6 x 10~ ¢cm™. The same precision was obtained
when up to 5% CO, was gradually added to the gas stream. In terms of spectroscopy, similar
behavior is expected also for water. However, in practice the analytical precision was limited
by the technical difficulty of generating a stable humid air flow (see Section 3.2.3).
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Fig. 5. Time series of ethanol concentration measurement with (purple) and without (red)
addition of CO, at varying concentration (green) and associated Allan deviation plots.

3.2.2 Linearity

The instrument response to changing ethanol concentration is shown in Fig. 6. The ethanol
concentration was changed within the range of 25-225 ppm at steps of 25 ppm by diluting
225 ppm ethanol with synthetic air. The highest concentration in the range corresponds to
about 0.8 %o blood alcohol content (BAC, in g/kg) [23]. Every subsequent concentration step
was measured over 30 s but after 2 min of equilibration time. All measurements were
performed by using the same ethanol template recorded for 225 ppm. By fitting a linear
regression model, a very tight correlation is obtained, as indicated by the associated residual
plot (see Fig. 6).
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Fig. 6. Measured ethanol concentration as a function of sampled ethanol concentration in the
range of interest.

3.2.3 Cross-sensitivities

Laser spectroscopy is well known as a highly selective technique, but measuring accurately a
few ppm of ethanol in a gas matrix containing several percent of H,O remains, however, very
challenging, especially if the concentration of these species varies in a large range, e.g. from
wet to dry conditions. In order to characterize and quantify potential interfering effects, the
instrument was transferred to METAS and a dedicated gas handling setup based on MFCs
was realized, which allowed for controlled mixing of the various compounds at the relevant
concentrations. The MFCs were calibrated with the primary volumetric flow standard at
METAS. The uncertainty for the flows is estimated to be 0.7 to 1% rel.

Furthermore, a calibration gas generator (HovaCAL digital 311, Germany) was used to
explore the influence of varying H,O concentration on the ethanol concentration retrieval.
Thereby, a carrier gas (synthetic air) containing 22.5 ppm of ethanol was stepwise humidified
by adding gravimetrically determined amounts of water vapor such that the H,O
concentration covered the range between 0 and 7%. Figure 7(a) shows the time series of the
measured H,O and ethanol concentrations. The elevated noise level on the ethanol retrieval is
mainly due to the flow fluctuations in the humid gas supplied by the HovaCAL. During the
water dilution experiments it was observed that the water absorption linewidth changes with
concentration due to the self-broadening effect. This effect is strong enough to induce a
systematic bias on the fit and thus, it influences the retrieved ethanol concentration. To
account for this bias in the fitting routine, a series of water templates for typically seven
different concentrations was assembled and fed into the fit function. In each iteration step the
fit function then calculates an interpolated template to account for the contribution of the
water to the detected transmission spectrum. This approach is similar to the procedure we
described earlier [24]. Figure 7(b) depicts the correlation of the generated water concentration
and the spectroscopically retrieved mixing ratio measurements. The averaged ethanol
concentration within the steps corrected to dry conditions as a function of water concentration
is shown in Fig. 7(c). We found a linear cross-correlation of 90 + 44 ppb/% within the water
concentration range from 0 to 7%. Considering the analytical precision of the laser
spectrometer on ethanol, it is obvious that already 0.1% variation of the water vapor content
of the sample gas would dominate the uncertainty of the EtOH measurements. According to
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the OIML R 126 Recommendation, the relative humidity of the test gas that is injected
continuously into a breath alcohol analyzer shall be specified to 95% + 5% at 34 °C. Thus, it
allows variability in the water vapor content that would definitely have an impact on the
spectroscopically determined ethanol concentration. Nevertheless, the ability to measure
precisely and simultaneously the H,O concentration of the gas matrix and the linear
dependency between the two compounds allows accounting for the related interferences in
real-time. This gives a reliable solution to report absolute ethanol concentrations
independently of the humidity level of the sample gas. This also offers a unique opportunity
to link dry- and wet calibration standards as well.

A similar experiment was conducted to check the influence of CO, on EtOH. In this case,
however, no cross-correlation could be observed within the measurement precision.
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Fig. 7. a) Response of the retrieved ethanol concentration on changing water concentration in
the gas mixture. b) Linearity of H,O measurements in the absence of ethanol. c¢) Ethanol
concentration corrected for dry conditions as a function of H,O concentration. The error bars
correspond to * 1o.

4. Conclusions

A laser spectrometer for the precise measurement of ethanol in breath-like air mixtures has
been developed and characterized. Despite the broad spectral features of ethanol, it has been
shown that a conventional DFB-QCL is fully adequate to perform high-precision
measurements. The absorption of ethanol at around 9.3 pum revealed a rich spectral structure
at reduced pressure of 100 hPa. Furthermore, the intermittent continuous wave driving
allowed covering a spectral range of 1.7 cm™, which significantly contributed in improving
sensitivity and selectivity of the spectrometer. Thus, a measurement precision of 9 ppb of
ethanol has been achieved. The instrumental response to changing ethanol concentration
demonstrates an outstanding linearity over the entire operational range of 25-250 ppm.
Possible cross-sensitivity to water vapor and CO, were also investigated. Changing the water
vapor concentration in the range between 0 and 7% revealed a linear impact of 90 = 44 ppb/%
on the retrieved ethanol concentration. Analogue experiments with CO, showed no cross-
sensitivity within the uncertainty of the measurements. Thus, the instrument allows high
precision determination of the ethanol concentration in both dry and breath-like (wet) gas
matrices, and it is, thus fully compatible with the OIML R 126 Recommendation regarding
the test gas which must contain a volume fraction of CO, of 5% + 0.5% and a relative
humidity of 95% =+ 5% at 34 °C. Therefore, the spectrometer is suited to reassess the
distribution coefficients associated with Dubowski’s formula and their uncertainty by direct
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comparison of ethanol concentrations in both wet (conventional OIML) and dry (SI-traceable)
gas mixtures. Finally, in more general terms, our results demonstrate that a conventional
DFB-QCL can be used for precise measurements of organic compounds with broad
absorption spectra if they exhibit pronounced spectral features. This is in contrast to the
frequent assumption that only broad spectral coverage allows the selective measurement of
gaseous organic substances and it may thus lead to a paradigm change in gas sensing, i.e. for
medical applications involving breath analysis by mid-IR QCLAS.

Funding
Empa and METAS (F-5232.30059).
Acknowledgments

We are grateful to Sarah Blankenberger and Daniel Schwaller for their assistance in the
laboratory. Our work was part of the Zurich Exhalomics project under the umbrella of
University Medicine Zurich/Hochschulmedizin Ziirich.

References

1. A. W.]Jones, “Measuring Alcohol in Blood and Breath for Forensic Purposes - A Historical Review,” Forensic
Sci. Rev. 8(1), 13-44 (1996).

2. International Recommendation, OIML R 126: Evidential Breath Analyzers, International Organization of Legal
Metrology, Paris, (2012).

3. W. Richter and G. Dube, “Measurement standards and the general problem of reference points in chemical
analysis,” Metrologia 34(1), 13—18 (1997).

4. L.D. Silverman, K. Wong, and S. Miller, “Confirmation of ethanol compressed gas standard concentrations by
an NIST-traceable, absolute chemical method and comparison with wet breath alcohol simulators,” J. Anal.
Toxicol. 21(5), 369-372 (1997).

5. K. M. Dubowski, “Breath-alcohol simulators: Scientific basis and actual performance,” J. Anal. Toxicol. 3(5),
177-182 (1979).

6. 6. EURAMET TC-MC Project 1112, Comparison on mixtures of ethanol in water-saturated air, Physikalisch-
Technische Bundesanstalt (PTB), Braunschweig, Germany, (2016).

7.  S. Pratzler, P. Dorothea Knopf, P. Ulbig, and S. Scholl, “Preparation of calibration gas mixtures for the
measurement of breath alcohol concentration,” J. Breath Res. 4(3), 036004 (2010).

8. R. G. Gullberg, “Determining the air/water partition coefficient to employ when calibrating forensic breath
alcohol test instruments,” Canadian Soc. Forensic Sci. J. 38(4), 205-212 (2005).

9. R.J.Hwang, J. Beltran, C. Rogers, J. Barlow, and G. Razatos, “Measurement of Uncertainty for Aqueous
Ethanol Wet-Bath Simulator Solutions Used with Evidential Breath Testing Instruments,” J. Forensic Sci. 61(5),
1359-1363 (2016).

10. D. K. Kang, “Human breath simulator using controlled evaporator mixer to test the performance of a breath
alcohol analyzer,” Appl. Therm. Eng. 110, 363-368 (2017).

11. M. Stalder, D. Schwaller, B. Niederhauser, H. Andres, and S. Wunderli, “New calibration system for breath-
alcohol analysers based on SI,” Chimia (Aarau) 67(12), 922 (2013).

12. V. 1. Butkevich and V. E. Privalov, “Application of lasers in precision analytical measurements (review),” J.
Appl. Spectrosc. 48(1), 1-16 (1988).

13. J. A. Nwaboh, Z. Qu, O. Werhahn, and V. Ebert, “Interband cascade laser-based optical transfer standard for
atmospheric carbon monoxide measurements,” Appl. Opt. 56(11), E84—E93 (2017).

14. J.S. Li, W. Chen, and H. Fischer, “Quantum Cascade Laser Spectrometry Techniques: A New Trend in
Atmospheric Chemistry,” Appl. Spectrosc. Rev. 48(7), 523-559 (2013).

15. J. B. McManus, M. S. Zahniser, D. D. Nelson, J. H. Shorter, S. C. Herndon, E. C. Wood, and R. Wehr,
“Application of quantum cascade lasers to high-precision atmospheric trace gas measurements,” Opt. Eng.
49(11), 111124 (2010).

16. M. Fischer, B. Tuzson, A. Hugi, R. Bronnimann, A. Kunz, S. Blaser, M. Rochat, O. Landry, A. Miiller, and L.
Emmenegger, “Intermittent operation of QC-lasers for mid-IR spectroscopy with low heat dissipation: tuning
characteristics and driving electronics,” Opt. Express 22(6), 7014-7027 (2014).

17. A. A. Kosterev, R. F. Curl, F. K. Tittel, C. Gmachl, F. Capasso, D. L. Sivco, J. N. Baillargeon, A. L. Hutchinson,
and A. Y. Cho, “Effective utilization of quantum-cascade distributed-feedback lasers in absorption
spectroscopy,” Appl. Opt. 39(24), 4425-4430 (2000).

18. B. A. Goldberger and Y. H. Caplan, “Infrared quantitative evidential breath-alcohol analyzers: in vitro accuracy
and precision studies,” J. Forensic Sci. 31(1), 16-19 (1986).

19. T.J. Johnson, R. L. Sams, and S. W. Sharpe, “The PNNL quantitative infrared database for gas-phase sensing: A
spectral library for environmental, hazmat and public safety standoff detection,” P. Soc. Photo.-Opt. Ins. 5269,
159-167 (2004).



Research Article Vol. 27, No. 4 | 18 Feb 2019 | OPTICS EXPRESS 5325

Optics EXPRESS

20. I. E. Gordon, L. S. Rothman, C. Hill, R. V. Kochanov, Y. Tan, P. F. Bernath, M. Birk, V. Boudon, A.
Campargue, K. V. Chance, B. J. Drouin, J.-M. Flaud, R. R. Gamache, J. T. Hodges, D. Jacquemart, V. L.
Perevalov, A. Perrin, K. P. Shine, M.-A. H. Smith, J. Tennyson, G. C. Toon, H. Tran, V. G. Tyuterev, A. Barbe,
A. G. Csaszar, V. M. Devi, T. Furtenbacher, J. J. Harrison, J.-M. Hartmann, A. Jolly, T. J. Johnson, T. Karman,
1. Kleiner, A. A. Kyuberis, J. Loos, O. M. Lyulin, S. T. Massie, S. N. Mikhailenko, N. Moazzen-Ahmadi, H. S.
P. Miiller, O. V. Naumenko, A. V. Nikitin, O. L. Polyansky, M. Rey, M. Rotger, S. W. Sharpe, K. Sung, E.
Starikova, S. A. Tashkun, J. V. Auwera, G. Wagner, J. Wilzewski, P. Wcisto, S. Yu, and E. J. Zak, “The
HITRAN2016 molecular spectroscopic database,” J. Quant. Spectrosc. Radiat. Transf. 203, 3—-69 (2017).

21. C. Liu, B. Tuzson, P. Scheidegger, H. Looser, B. Bereiter, M. Graf, M. Hundt, O. Aseev, D. Maas, and L.
Emmenegger, “Laser driving and data processing concept for mobile trace gas sensing: Design and
implementation,” Rev. Sci. Instrum. 89(6), 065107 (2018).

22. P. Werle, R. Miicke, and F. Slemr, “The limits of signal averaging in atmospheric trace-gas monitoring by
tuneable diode-laser absorption-spectroscopy (TDLAS),” Appl. Phys., B Photophys. Laser Chem. 57, 131-139
(1993).

23. A. W. Jones, “Enforcement of drink-driving laws by use of “per se” legal limits; Blood and/or breath
concentration of impairment,” Alcohol Drugs Driving 4(2), 99-112 (1988).

24. B. Tuzson, J. Jagerska, H. Looser, M. Graf, F. Felder, M. Fill, L. Tappy, and L. Emmenegger, “Highly selective
volatile organic compounds breath analysis using a broadly-tunable vertical-external-cavity surface-emitting
laser,” Anal. Chem. 89(12), 6377-6383 (2017).





